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Abstract— Automated container terminal (ACT) is considered
as port industry development direction, and accurate kinematic
data (speed, volume, etc.) is essential for enhancing ACT oper-
ation efficiency and safety. Port surveillance videos provide
much useful spatial-temporal information with advantages of
easy obtainable, large spatial coverage, etc. In that way, it is
of great importance to analyze automated guided vehicle (AGV)
trajectory movement from port surveillance videos. Motivated
by the newly emerging computer vision and artificial intel-
ligence (AI) techniques, we propose an ensemble framework
for extracting vehicle speeds from port-like surveillance videos
for the purpose of analyzing AGV moving trajectory. Firstly,
the framework exploits vehicle position in each image via a
feature-enhanced scale-aware descriptor. Secondly, we match
vehicle position and trajectory data from the previous step
output via Kalman filter and Hungarian algorithm, and thus
we obtain the vehicular imaging trajectory in a frame-by-frame
manner. Thirdly, we estimate the vehicular moving speed in
real-world via the help of perspective projection theory. The
experimental results suggest that our proposed framework can
obtain accurate vehicle kinematic data under typical port traffic
scenarios considering that the average measurement error of
root mean square deviation is 0.675 km/h, the mean absolute
deviation is 0.542 km/h, and the Pearson correlation coefficient
is 0.9349. The research findings suggest that cutting-edge AI
and computer vision techniques can accurately extract on-site
vehicular trajectory related data from port videos, and thus
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help port traffic participants make more reasonable management
decisions.

Index Terms— AI-empowered techniques, vehicular trajectory
analysis, speed data extraction, feature-enhanced scale-aware
detector, automated container terminal.

I. INTRODUCTION

AUTOMATED container terminal (ACT), which is con-
sidered as inevitable trend for future port upgrade,

serves as a type of linking node of freight transmission
between different regions and countries [1]–[4]. Automated
guided vehicle (AGV) serves as one of the main elements
of horizontal transport in the ACT, and accurate AGV nav-
igation and positioning are quite important for improving
ACT operation efficiency [5]–[7]. Currently, AGV transfers
the containers from ship (yard) to yard (ship) navigated by
magnetic tape, which requires densely deployment of the tapes
in port roadways [8]. The ACT regulations intend to optimize
efficiency for both equipment management system (ECS) and
terminal operating system (TOS) in the manner of identify-
ing optimal moving trajectory, better AGV loading/unloading
strategy, less time cost, etc. [9], [10]. It is noted that ground
smoothness is important for the tape installation, whilst the
roadway renovation and tape maintenance is quite expensive
[11], [12]. Additional attentions have been paid to further
develop cost-effective yet high-accurate AGV navigational
techniques to enhance port productivity efficiency [13], [14].
More specifically, many studies are conducted to obtain opti-
mal AGV routing trajectories via the help of radar, Beidou,
millimeter-wave radar, etc. Both ECS and TOS implement
AGV trajectory optimization by controlling and adjusting
the motion parameters (speed, direction, acceleration, etc.)
[15], [16]. But, the performance of the above measuring
facilities and techniques may be strongly degraded caused
by steel structure electro-magnetic interference and corrosive
environmental conditions in port [17]–[19].

The ACT surveillance video provides rich kinematic AGV
spatial temporal information (e.g., AGV trajectory, on-site traf-
fic state) free from the electro-magnetic interference [20]–[23].
In that manner, exploiting AGV moving parameters for the
purpose of routing trajectory optimization attracts significant
attentions in the ACT management community [24]–[26].
Lin et al., proposed an efficient yet accurate AGV detection
model via an ensemble Kalman filter and convolution neural
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Fig. 1. Schematic diagram of the proposed framework.

network from port-based surveillance videos [27]. Yang et al.,
introduced a hierarchical trajectory planning model to fulfill
AGV fleet controlling task via the support of improved A∗
model and time window from bird eye view shot videos [28].
Ren et al., implemented hybrid-intelligent real-time AGV
trajectory control via a deep neural network [29]. Similar
studies can be found in [30], [31]. Previous studies suggest
that projection displacement difference phenomenon (i.e., the
scale error caused by projection imaging) may corrupt AGV
temporal-spatial data extraction accuracy [32], [33]. To address
the issue, many researchers attempt to establish the mapping
relationships from AGV imaging spatial-temporal information
into real-world movement data based on the three-dimensional
reconstruction or camera calibration algorithm. But, the acqui-
sition of camera parameters and dimension information (e.g.,
focal length, rotation matrix, principal point) are one of
the major sticking points. We may fail to obtain camera
settings due to unpredictable reasons (i.e., focal length may
be self-adjusted for obtaining optimal photographic perfor-
mance) [34]–[37].

Previous studies related with vehicle speed estimation
require additional parameter data (such as focal length, camera
height, etc.), which cannot be easily applied to real-world
applications. The study proposed a novel vehicle speed mea-
surement scheme via the help of computer vision techniques,
which are further enhanced by both of the Kalman filter
and perspective projection models. The study aims to provide
high-fidelity trajectory relevant data for fulfilling the task of
AGV unmanned driving, automatic navigation and positioning,
conflict-free path planning, etc. The main contributions for
the study are summarized as follows: (1) a deep learning

based port vehicle detector is developed in the manner of
reconstructing the convolutional neural network architecture.
More specifically, we replace the network backbone in Faster
Region-based Convolutional Neural Network (R-CNN) detec-
tion algorithm with ResNet-101 residual network to enhance
vehicle feature extraction. The image feature hierarchical
structure is further introduced into Feature Pyramid Net-
work (FPN) to achieve multi-scale detection; (2) we propose
an efficient AGV vehicle speed exploitation framework for the
purpose of trajectory analysis. Besides, we further implement
cross-frame data association via Kalman filter and Hungarian
algorithm (i.e., vehicle consecutive identity (ID) association);
(3) we verify the proposed model performance with different
port-like surveillance videos shot at typical challenges, which
involves with complicated port environment, restricted visibil-
ity condition, and vehicle imaging occlusion.

II. METHODOLOGY

A. Overall Framework

The proposed framework for vehicular speed extraction
includes three processing steps: vehicle detection, data associ-
ation and vehicle speed estimation, as shown in Fig. 1. In the
first step, we use a deep learning-based vehicle detector to
extract target vehicles in the region of interest (RoI) from
successive frames in the port-like surveillance video. After
obtaining the vehicular position, the second step is to associate
these vehicle detection data to trajectory using Kalman filter
and Hungarian algorithm, and assign a unique tracking ID to
each vehicle. The third step is to convert coordinates from
image projection coordinate system into corrected geographic
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coordinate system, and then estimate the vehicle speed based
on perspective transformation. Simultaneously, a data quality
control procedure runs throughout the above three steps to
eliminate errors in vehicle detection, tracking and coordinate
conversion.

B. Vehicle Detection With FE-SA Detector

There are various factors disturbing the vehicle detection
in port-like surveillance videos, such as complicated back-
ground, visibility condition, and vehicle imaging occlusion.
Moreover, the small-target detection (i.e., the vehicles in low-
resolution) becomes one of the toughest challenges. In our
study, a feature-enhanced scale-aware (FE-SA) vehicle detec-
tor based on improved Faster R-CNN is developed to imple-
ment the vehicle identification task in port-like surveillance
videos. The main advantage of the proposed detector inte-
grates both of residual learning and multi-scale feature fusion
mechanism into deep convolutional neural network (DCNN) to
achieve the robust and accurate vehicle detection performance.

The proposed vehicle detection procedure contains three
stages. In the first stage, the vehicle relevant image features
(e.g., color, texture, shape, etc.) in port-like surveillance videos
are extracted through DCNN deep learning model. The second
stage is to traverse the feature map obtained above and then
receive candidate detection results by preliminary screening
operation. The third stage implements the data quality control
procedure and obtains the category and position information of
target vehicles by bounding-box regression and classification.

Note that the detector is designed to fulfill the task of vehicle
detection in specific scenarios of the port-like surveillance
video. The DCNN model is supposed to learn rich features
and semantic information from port images. The advantages
of the proposed detector are illustrated as follows:

1) Feature Enhancement: Firstly, deep residual learning
is introduced into the vehicle detector. More specifically,
we replace the backbone network with ResNet (Residual
Network). Meanwhile, a highly modularized split-transform-
merge structure is also built in the residual unit. Specifically,
it takes the feature map extracted from the port image as input,
which are split into several low-dimensional embedding by
1 × 1 kernel, transformed by 3 × 3 kernel, and merged by
concatenation. After the above two steps, the feature repre-
sentational capacity of DCNN can be significantly improved
(i.e., through acquiring deeper layers and wider scale), thereby
enhancing the extracted image features. More details can be
found in [38].

2) Scale Awareness: Another visual task in the port-like
surveillance video is the challenge caused by scale varia-
tions. Vehicles appear at different scales, depending on their
distance to the camera. Thus, the network is endowed with
the multi-scale perception ability to improve the detection
performance for the small target. Specifically, the hierarchical
structure of feature maps in the DCNN is leveraged to build a
feature pyramid structure. It realizes that the extracted feature
maps at different scales are all with strong semantic informa-
tion, thereby optimizing the multi-scale detection problem.

Vehicle detection output is closely related to the subsequent
steps. But there are still errors caused by irregular fluctuations,

such as low-quality source data and external noise. The data
quality control procedure is performed to correct possible
errors in the program. We use an adaptive weighted filter to
implement data quality control, and its core idea lies in optimal
fitting based on the polynomial least square method. Specifi-
cally, there is relatively small difference of the vehicle position
in continuous frames (i.e., in extremely short intervals); the
adaptive filter is used to suppress the signal fluctuation to
achieve more effective and smoother data denoising.

Fitting the vehicular position in successive frames by higher
order polynomial, which are shown as Eq. (1):

�2l+1 = T2l+1 × Al + ε2l+1 (1)

where �2l+1 denotes the vehicle position measurement of
2l+1 frame around the current frame. Al denotes the weighted
parameter for the adaptive filter. ε2l+1 denotes the cumulative
error of polynomial fitting.

The weighted parameter of the adaptive filter is solved by
performing the least square fitting for the given high order
polynomial, which are shown as Eq. (2):

φ2l+1 = T2l+1 × A∗
l (2)

where φ2l+1 denotes the filtered value of vehicle position of
2l+1 frames around the current frame. A∗

l denotes the optimal
weighted parameter obtained by least square fitting.

The data quality control procedure is implemented through
calculating the relationship matrix between measurement data
and filter data of vehicle position, as shown in Eq. (3):

� = φ2l+1 × �T
2l+1 (3)

where � denotes the relationship matrix between measurement
values and filtered values.

Extracted traffic parameters of vehicles, including posi-
tion, tracking ID, speed, etc., may arise unplanned errors by
inevitable interference. Thus, the adaptive filter is also used
to eliminate noise and outliers in subsequent steps. The data
quality control procedure has been described here, and it will
not be repeated in subsequent sections.

C. Cross-Frame Data Association

After vehicle detection, the vehicular position (i.e., detection
bounding-box) in consecutive frames can be accurately and
completely obtained. Note that the detection results in each
frame are independent, so a tracker is requisite for data
association. Kalman filter is used to estimate the motion state
of the vehicle bounding-box. More specifically, it correlates
cross-frame detection results from the same vehicle to form
the trajectory relevant data. We model the vehicle status as
a seven-dimensional vector η as Eq. (4), which describes
the vehicular position and the variation information in each
dimension [39], [40].

η = [x, y, r, τ, ẋ, ẏ, ṙ ]T (4)

where x and y are the center coordinates of the vehicle
bounding-box, r and τ are the area and aspect ratio, while
(ẋ, ẏ, ṙ) denote the corresponding variation rate. Note that the
aspect ratio is assumed to be constant.
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The process of vehicle motion estimation includes two
steps: prediction and update. The vehicle state in the current
frame is predicted based on the vehicle detector results in the
previous frame, which are shown as Eq. (5) and Eq. (6):

η̂−
t = �η̂t−1 + 	ω (5)

P−
t = �Pt−1�

T + 	Q	T (6)

where η̂−
t and P−

t are the vehicle state vector and its covari-
ance matrix in the current frame (at time t), � is the state
transition matrix, η̂t−1 and Pt−1 are the state vector and
covariance matrix in the previous frame (at time t-1), ω and
Q are the process noise and its covariance matrix in the frame
sequences, 	 is the noise-driven matrix.

The gain matrix for Kalman filter is shown in Eq. (7), which
is updated for predicting optimal vehicle state via the help of
Eq. (8) and Eq. (9).

Gt = P−
t �T

�
�P−

t �T + R
�−1

(7)

η̂t = η̂−
t + Gt

�
γt − �η̂−

t

�
(8)

Pt = P−
t − Gt�P−

t (9)

where Gt is the Kalman filter gain, γt is the vehicle detection
result as observation vector, � is the observation matrix, R is
the covariance matrix of observation noise.

In the second step, combined with the historical vehicle
detection results, Hungarian algorithm is used to optimize
the assignment problem for the predicted values given by
Kalman filter. Each vehicle will be assigned a unique tracking
ID. It realizes cross-frame data association and generates the
trajectory relevant data for vehicles.

Considering the contextual information of the vehicle posi-
tion in an extreme short interval, that is, the detection
bounding-box has a high-overlap area between consecutive
frames, we introduce the Intersection over Union (IoU) dis-
tance as cost matrix in Hungarian algorithm to achieve the
optimal allocation for vehicle ID. The IoU distance is defined
as Eq. (10):

IoU (α, β) = Det (α) ∩ Pre (β)

Det (α) ∪ Pre (β)
(10)

where IoU (α, β) denotes the intersection and union ratio
of two rectangular areas, Det (α) denotes the bounding-box
generated by the vehicle detector in the previous frame,
Pre (β) is predicted by the Kalman filter in the current frame.

D. Speed Estimation Based on Perspective Projection

Through vehicle detection and cross-frame data association,
we can obtain the vehicular motion state in the port-like sur-
veillance video. Select the center coordinates of the detected
bounding-box for quantitative analysis to simplify the vehicle
model. Based on the perspective projection, the mapping
relationship of vehicle position (i.e., bounding-box coordi-
nates) between the projection imaging coordinate system and
the corrected coordinate system is established as Eq. (11).
Note that the raw vehicle position in video are captured
and recorded by an uncalibrated camera, while the corrected

coordinate system obtained after perspective transformation
can reflect the actual length in the port scene.

H z =
⎡
⎣

ha hb hc

hd he h f

hg hh 1

⎤
⎦

⎡
⎣

x
y
1

⎤
⎦ =

⎡
⎣

u
v
1

⎤
⎦ = Z̀ (11)

where z = [x, y, 1]T denotes the raw vehicle position in pro-
jection imaging coordinate system, and Z̀ = [u, v, 1]T denotes
the corrected position in geographic coordinate system. H is
the homography matrix for perspective transformation. Note
that the coordinates in space dimension are all set to one
considering the vehicle motion is only in a planar dimension.

To solve the homography matrix for perspective projection,
we select four pixel-points in the raw image, and then input
the corresponding geographical coordinates of the four pixel-
points as prior knowledge. Plug the above four pairs of
homologous pixels into Eq. (11) to calculate the factors for
coordinate conversion, as shown in Eq. (12):⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ha

hb

hc

hd

he

h f

hg

hh

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 y1 1 0 0 0 −u1x1 −u1y1
0 0 0 x1 y1 1 −v1x1 −v1 y1
x2 y2 1 0 0 0 −u2x2 −u2 y2
0 0 0 x2 y2 1 −v2x2 −v2 y2
x3 y3 1 0 0 0 −u3x3 −u3y3
0 0 0 x3 y3 1 −v3x3 −v3 y3
x4 y4 1 0 0 0 −u4x4 −u4y4
0 0 0 x4 y4 1 −v4x4 −v4 y4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u1
v1
u2
v2
u3
v3
u4
v4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

where {(x1, y1) , (x2, y2) , (x3, y3) , (x4, y4)} denotes
four pixel coordinates in raw image, {(u1, v1) , (u, v2) ,
(u3, v3) , (u4, v4)} denotes the corresponding geographical
coordinates in the port scene,

�
ha, hb, hc, hd , he, h f , hg, hh

T

denotes the coordinate conversion factors in homography
matrix. Note that performing the Min-Max Normalization
is required to map the result value between [0 - 1] when
calculating coordinates.

Through the above steps, the vehicular position in image
domain is converted into a corrected coordinate system with
the geographical space scale. Thus, the vehicle movement
distance can be expressed as the change of bounding-box
coordinates in consecutive frames. According to the Euclidean
distance, the vehicle moving displacement between two frames
can be expressed as Eq. (13):

Dt =
�

(ut − ut−1)
2 + (vt − vt−1)

2 (13)

where ut and vt denote the horizontal and vertical coordinates
of vehicle position in the current frame. ut−1 and vt−1 denote
the coordinates in the previous frame.

Then the vehicle speed can be estimated as Eq. (14):

Vt = μDt · NF PS
�

Nt
(14)
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where NF PS denotes the frame per second (FPS) in videos, Nt

is the current frame number when the target vehicle is detected,
μ denotes the conversion factor for velocity. In this study, μ is
set to 3.6 to achieve a unit conversion from m/s to km/h.

Further, we perform the following pre-processing stage on
the input images to achieve a more robust response to the
vehicle speed estimation in port-like surveillance videos:

(1) as the imaging region is far away from the camera,
the distortion becomes prominent. According to the distance
from the camera, the selected lane is divided into multiple
sub-regions to optimize the distortion error caused by per-
spective transformation. Specifically, we divide the selected
lane into several rectangular areas and solve the corresponding
homography matrix respectively.

(2) the speed extraction program is only implemented to
the vehicles locating at the region of interest. We cover every
frame of the original video with a mask. More specifically,
we use the Iverson bracket indicator function (see Eq. (15))
to suppress detection interference from vehicles in other lanes
or the region of no interest.

Itarg = λ [I ∈ �] Iorig (15)

where Itarg denotes the target pixel value of the selected lane
region, and Iorig denotes the pixels in the original image. The
indicator function λ [I ∈ �] is set to 1 when pixel I belongs
to the selected lane region � and 0 otherwise.

III. EXPERIMENT DESIGN

A. Data Description

We collected the typical yet representative port scenarios
in port-like surveillance videos from different time periods.
The detailed information of the selected videos is shown
in table I. In video #1, it includes 454 frames collected in
typical port scenes during the daytime. The videos are all
shot at 1280 × 720 resolution and 25 frames per second (fps).
In video #2, it includes 377 frames shot at night, in which
some image details are destroyed caused by the restricted
visibility. Video #3 also includes 599 frames in the daytime,
but it contains the phenomenon of vehicle imaging occlusion
caused by the lane change. In video #1 and video #3, since
the image profile is smaller when the vehicle is far from the
camera, there is a challenge of vehicle small-target detection
for a period of time at the beginning of videos. And due to
the camera installation angle (i.e., non-bird’s-eye view) and
the low resolution of captured images, all the collected videos
have a certain degree of distortion. In addition, the categories
of detected vehicles contain bicycles and motorcycles.

B. Parameter Sensitivity Analysis

In this section, we further conducted the parameter tuning
and sensitivity analysis on the proposed framework, in which
four leading parameters were investigated, including the con-
fidence threshold of vehicle detection ρ, trigger condition of
vehicle detection ξ , maximum standby time of vehicle tracking
ID ϕ, IoU distance threshold θ . The optimal parameters set in
different port scenarios are summarized in table II, where the
representative meanings of threshold ξ and ϕ are as follows:

TABLE I

INFORMATION OF PORT SURVEILLANCE VIDEOS

(1) a unique tracking ID needs to be created accordingly
when a new vehicle emerge into the ROI. For avoiding false
alarm of the detector, detection results of the new vehicle must
last certain frames (threshold ξ). It means that the new tracking
ID needs to go through a trial period.

(2) it’s also necessary to destroy its ID and terminate the
tracking trajectory when a vehicle disappear from the ROI.
We set the threshold ϕ to control the ID survival time after
losing the detection match, so as to prevent ID-switch caused
by missing detection.

First of all, the confidence threshold ρ was set as 0.6 in
the daytime, while it was lowered to 0.5 in order to detect
as many vehicles as possible in poor visibility. Likewise,
in video #2, we set a lower value of ξ to make it more
sensitive to candidate vehicle detection. For video #3 with
vehicle occlusion, we appropriately raised the threshold ϕ to
ensure that the tracking ID of the sheltered vehicle will not
be discarded, so that it can be re-matched with the original
ID after the detection was restored. Lastly, considering the
variations of bounding-box area in different port scenarios,
we set the IoU distance threshold values θ as 0.65, 0.5 and
0.6 respectively.

C. Performance Evaluation Indicators

To verify the performance of the framework proposed in
this study, the ground truth data of vehicle speed were man-
ually calibrated by graduate students when collecting videos.
Specifically, we recorded the path length of the target vehicle
at every sampling interval (a second), and then calculated it to
ensure the accuracy of the ground-truth speed for each vehicle.

Three indicators were taken account to evaluate the fitness
of the vehicle speed estimation framework, which are the
Root Mean Squared Deviation (RMSE), the Mean Absolute
Deviation (MAE), and the Pearson correlation coefficient
(Pearson’s r). For each vehicle in the port surveillance
video, the evaluation indicators were calculated according to
Eq. (16) to (20), as shown at the bottom of the next page.
A smaller value of RMSE, MAE or larger Pearson’s r indicates
that the extracted vehicle speed is closer to the ground-truth
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Fig. 2. Results of vehicle detection by the FE-SA detector.

value, and vice versa, where t is the time of the vehicle
movement. Vsmth (t) and VGrud (t) are the smoothed value
and the ground-truth value of vehicle speed data. Vsmth and
VGrud are the mean value of Vsmth (t) and VGrud (t). n is the
number of sampling point in the video.

IV. EXPERIMENT RESULTS

A. Framework Procedure Outputs

The outputs of each step in the methodological framework
were described to show the overall working process. Due to
the limitations from the different port scenarios in surveillance
videos, the detection outliers were usually manifested as
missing detections (i.e., detector didn’t generate a correct

bounding box.) and redundant detections (i.e., multiple boxes
correspond to the same vehicle). The vehicle detection results
are shown in Fig. 2. It can be seen that the developed FE-SA
detector can brilliantly tackle the detection defects of vehicle
identification and classification.

The vehicle position in frame sequences records a relatively
trivial variation. Thus, in the data quality control procedure,
missing detections can be filled by interpolating the position
information based on polynomial fitting. As for redundant
detections, we retained the target bounding-box with the
largest IoU distance and eliminated redundant options.

Vehicle imaging occlusion phenomenon caused by the lane
change behavior is shown in figure 2(c). The rear vehicle
cannot be observed in images when the camera shooting angle

RM SE =
���� 1

n

n�
t=1

|VGrud (t) − Vsmth (t)| (16)

M AE = 1

n

n�
t=1

|VGrud (t) − Vsmth (t)| (17)

Pearson�s r =
�n

t=1

��
Vsmth (t) − Vsmth

� × �
VGrud (t) − VGrud

�
��n

t=1

�
Vsmth (t) − Vsmth

�2 ×
��n

t=1

�
VGrud (t) − VGrud

�2
(18)

Vsmth = 1

n

n�
t=1

Vsmth (t) (19)

VGrud = 1

n

n�
t=1

VGrud (t) (20)
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TABLE II

PARAMETERS SETTING IN DIFFERENT PORT SURVEILLANCE VIDEOS

TABLE III

RESULTS OF VEHICLE DETECTION WITH DIFFERENT MODELS

and vehicles were in same plane. Vehicle imaging occlusion
may mislead the detector to fail to identify objects as vehi-
cles. We employed the vehicular spatio-temporal data before
and after occlusion scenario to fit the vehicle movement for
occlusion frames. After the data quality control, the vehicles of
interest in each frame could be properly recognized by vehicle
detector.

The vehicle bounding boxes in successive frames is one
of the most important information in the framework, which
greatly affects the quality of subsequent steps (i.e., vehicle ID
association and speed estimation). We trained the detection
network on the MS COCO dataset [41], and compared it with
the mainstream detection algorithms to preliminarily validate
the performance of vehicle detector.

We also introduce three statistical indicators to evaluate the
performance of different vehicle detectors in the study. More
specifically, the accuracy (see Eq. (21)), missing rate (see
Eq. (22)) and redundant rate (see Eq. (23)) are employed to
quantify performance of various detectors. The formula used
for calculating the three indicators are shown as follows:

accuracy = Ntrue
�

Ntotal
(21)

missing rate = Nmiss
�

Ntotal
(22)

redundant rate = Nredun
�

Ntotal
(23)

where Ntotal denotes the total number of vehicles in all
frames in a port-like surveillance video. The symbol Ntrue

is the number of vehicles which are correctly identified by the
detector. Besides, the Nmiss denotes the miss-detected vehicle
number, whilst Nredun demonstrates the number of vehicles
which are detected into different vehicles.

As shown in table III, experimental results show that the
FE-SA vehicle detector can achieve superior performance
in various port scenarios, basically realizing the vehicles
detection in each frame in port surveillance video. Compared
with Faster R-CNN, Grid R-CNN, and YOLOv5 detection
algorithm [42], [43], the proposed method has a significant
accuracy improvement, and also reduces the occurrence of
missing detections and redundant detections. Note that there
were extremely slight missing detections in FE-SA detector,
it occurred at the last moment when the vehicle drove out of
the surveillance screen. At this time, due to the obvious fluc-
tuation of bounding boxes caused by the incomplete imaging
region of vehicles, this part of the outliers will be discarded
in subsequent steps.

In the data association, each target vehicle was assigned a
unique tracking ID. As shown in Fig. 3, there are two main
reasons for the ID-Switch (i.e., the ID of the same vehicle
has changed.) The occurrence of vehicle detection outliers
(missing detections and redundant detections) was a primary
cause of ID-Switch. For example, when there were several
frames of missing detection, the re-detected vehicle would
be viewed as a new target and reassign to another tracking
ID; when redundant detections occurred, it may result in the
same vehicle being assigned multiple tracking IDs. These
interferences above could be well resolved after quality control
for vehicle detection results. For another reason, in case of
vehicle imaging occlusion caused by the congestion traffic
flow or the lane switch, the tracking ID of the nearby vehicles
may be exchanged and confused since detection bounding
boxes are highly overlapped. Consequently, we selected the
bounding box with the optimal IoU distance for matching
detection to suppress the occurrence of ID-Switch.
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Fig. 3. Results of vehicle tracking ID with the data association model.

Fig. 4. Typical frames of results of the vehicle speed estimation.

According to the vehicle detected boxes and the trajectory
relevant data from association, we can further extract the
vehicle speeds from port-like surveillance videos. The result
diagram of vehicle speed estimation is shown in Fig. 4.
Since vehicle speed is determined via the displacement of the
bounding-box center, it might easily lead to an accumulation of
errors caused by the abnormal fluctuation in detection results.
In data quality control process, the adaptive filter is used to
remove the outliers and smooth the noise in the raw vehicular
speed data.

B. Results of Vehicle Speed Extraction

We performed the complete program on three captured
videos, and estimated the speeds of vehicles in port-like
surveillance videos with a sampling interval of one second.

Note that the data obtained by the framework were the
instantaneous speed of the vehicle in each frame, thus the
speeds of every 25 frames (i.e., one second in the video)
would be taken as a group of experimental data and calculated
their average values. The raw data and denoising data of the
vehicle speed were compared with the ground-truth value, and
the results are summarized in Fig. 5. Experimental results
show that the proposed method can effectively extract vehicle
speed data from port surveillance videos, and the speed
is more closer to the ground-truth value after data quality
control.

At the beginning of video #1 and video #3, there was a
relatively distinct error in the raw data of vehicle speed. The
main reason may be that there was a period of small-target
detection challenges as the vehicles were far away from the
surveillance camera. Therefore, the detected bounding-box
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Fig. 5. Results of vehicle speed extracted with the proposed framework.

may not match the actual imaging region of the target vehicle,
which could lead to the errors from vehicle position deviation.
Meanwhile in video #3, the cause for the significant fluctuation
in raw speed data is that the area of bounding box changed
in a wider range when lane switch. More specifically, when
vehicle switched the lane, the vehicle imaging region in the
video changed from the front end of the vehicle (i.e., a long
and narrow detection box) to the body of the vehicle (i.e., a
short and wide detection box). It can be clearly seen that both
two kinds of experimental errors were well suppressed after
quality control.

Without the small-target detection challenge, the raw vehic-
ular speed data has a more stable performance in video
#2, which indicates that the proposed method can accurately

reflect the variation tendency of the vehicle speed even in poor
visibility. We further quantified the performances of experi-
mental data by calculating the evaluation indicators for each
vehicle in videos, and summarized the results in table IV. It is
found that in video #2 the accuracy was slightly inferior than
that in the other two port scenarios, which was mainly because
the image features and details were partially destroyed by the
restricted visibility. In summary, the experimental results show
that the proposed method can accurately extract the vehicle
speed in various port scenarios. (A smaller RMSE and MAE
or a larger Pearson’s r indicate that the results are closer to
the true value.) And after data quality control, the precision of
the smooth data is significantly improved compared with the
raw data of vehicle speed. The average measurement error of
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TABLE IV

STATISTICAL PERFORMANCE OF VEHICLE SPEED ESTIMATION AT DIFFERENT PORT SCENARIOS

RMSE and MAE are both lower than 1km/h, and the average
Pearson correlation coefficient is 0.9349.

V. CONCLUSION

AGV trajectory related temporal-spatial information is quite
important for ACT management efficiency and productivity.
With the help of cutting-edge AI models and computer vision
techniques, we proposed a novel framework to extract vehicle
speed from port-like surveillance videos captured by monocu-
lar camera. The model can obtain satisfied performance with-
out the support of scene reconstruction and camera calibration.
The framework introduced an improved RCNN deep learning
model to accurately detect vehicle from videos, which were
further mapped into real-world kinematic information with the
help of perspective projection transformation model.

The proposed framework started by automatically extracting
vehicle imaging locations with the FE-SA vehicle detector.
Then, we associated vehicle trajectory data in consecutive
images via a context-aware tracker. After that, we restored
each frame into bird-eye view images and further estimated
vehicular speeds via perspective projection transformation
operation. Note that data quality control procedure was inte-
grated in each step to correct out anomaly vehicle trajectory
relevant data samples. In this way, the proposed framework
obtained both static and kinematic vehicle motion information
(e.g., position, vehicle category, speed) for trajectory based
analysis. We verified the proposed framework performance
on three typical port-like surveillance videos. Our proposed
framework can extract accurate vehicular speed data under
varied port-like traffic scenarios considering that the statistical
indicators of MAE and RMSE were quite small while the
Pearson’s r was large.

We can expand our work in the following potential direc-
tions. First, the port-like videos were shot with cameras
installed at fixed positions. We can further verify the proposed
framework performance on port videos taken by AGV-borne
cameras. Second, current videos only involved with low traf-
fic volume situations. Thus, model performance verification
under large traffic volume situation is considered as another
interesting potential direction. Last but not least, we can
further improve model performance by enhancing the vehicle
tracking accuracy against challenges of vehicle occlusion,
camera vibration, adverse weather condition, etc.
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